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Chapter 1

SURROGATES toolbox

1.1 What is the SURROGATES toolbox?

The SURROGATES toolbox is a general-purpose library of multidimensional
function approximation and optimization methods for MATLAB R© and OC-
TAVE. The current version includes the capabilities shown in Table 1.1.

Table 1.1: SURROGATES toolbox capabilities.

MATLAB R©/ OCTAVE
capabilitiesa

Description

Experimental designs Full factorial and variants of the Latin hypercube de-
signs.

Surrogates Gaussian process, kriging, polynomial response sur-
face, radial basis neural network, and linear Shepard.

Error analysis and cross
validation

Classical error analysis (coefficient of determination,
root mean square error, and others), leave-one-out
and k-fold cross-validation.

Surrogate-based opti-
mization

Global sensitivity analysis, conservative surrogates
(via safety margin), contour estimation, and variants
of the efficient global optimization (EGO) algorithm.

a MATLABR© users might also have access to: central composite designs (which depends on
the MATLABR© Statistics toolbox [1]), radial basis neural networks (which depends on the
Neural Network toolbox [1]), and support vector regression (which depends on the SVM
toolbox [2] — available in the SURROGATES toolbox).

1.2 Third party software

The SURROGATES toolbox uses the collection of third party software listed in
Table 1.2.
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1.3 Returning the favor

I strongly ask the user’s community to give credit to the individual
components and to the SURROGATES toolbox in any publication
derived from the use of the toolbox. For example, when I publish my
papers I usually have a paragraph like this:

Table 1.3 details the different surrogates used during this investiga-
tion. The SURROGATES toolbox was also used for easy manipula-
tion of the surrogates.

Table 1.3: Setup for the set of used surrogates. The GPML[3], DACE [4],
MATLAB R© neural networks [1], RBF [5], SURROGATES [7], and SVM [2] tool-
boxes were used to run the Gaussian process, kriging, radial basis neural network,
radial basis function, linear Shepard algorithms, and support vector regression al-
gorithms, respectively.

Surrogate Details

gp Gaussian process: Squared exponential covariance function.
krg Kriging model: constant trend function and Gaussian correlation.
rbnn Radial basis neural network.
rbf Radial basis function: Multiquadric basis function.
shep Linear Shepard model: Subroutine LSHEP from SHEPPACK [6]
svr Support vector regression: Gaussian kernel function and ε–

insensitive loss function.

1.4 Required packages

The SURROGATES toolbox uses the collection of native MATLAB R©/ OC-
TAVE packages listed in Table 1.4. Keep in mind that some packages may
depend on functionality provided by other packages in order to function prop-
erly.

Table 1.4: Packages required by the SURROGATES toolbox.

Interpreter Packages

MATLAB R© Statistics, Neural Networka .
OCTAVE Statisticsb (which requires the “miscellaneous” package).
a Only for radial basis neural network models.
b Available at http://octave.sourceforge.net/packages.php
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1.5 Mail group

If you would like to receive updates on the developments of the SURROGATES
toolbox, you can join the “Felipe A. C. Viana” Google group.

It is easy! You can either:

1. Go to the “Felipe A. C. Viana” Google group and subscribe on-line.

2. Send me (felipeacviana@gmail.com) an e-mail with the following data: full
name, e-mail address, and affiliation.

By doing that, you will be informed about the state of development of the
toolbox, including updates on the code, research, etc.

1.6 Installation

Download the latest version from

http://sites.google.com/site/felipeacviana/surrogatestoolbox.

Unzip the file, open a MATLAB R©/ OCTAVE terminal and go to the direc-
tory where the toolbox is; for example:

C:/users/felipe/projects/SRGTSToolbox
(there is no preference for where you will unzip it).

Next, type:

>> cd setup

>> srgtsInstall

At this point, the setup routine will help you to install the current version
of the SURROGATES toolbox. The installation consists of:

1. Choosing between compiling or copying files for the GPML and SVM
toolboxes (see details about third party software in section 1.2). The
GPML gpml_sq_dist function computes a matrix of all pairwise squared
distances between two sets of vectors. There are C and M versions of this
function. When installing the SURROGATES toolbox, you can choose
between

(a) copying a pre-compiled file (I have tested it with MATLAB R© 7.0 and
OCTAVE 3.2.4), or

(b) compiling the code for your machine (preferable, but may require you
to chose a compiler — this is the default option), or

(c) copying the MATLAB R©/ OCTAVE version of this function.
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The compiled versions are potentially faster than the MATLAB R©/ OC-
TAVE one.

2. The SVM svmgunn_qp function is a quadratic and linear programming op-
timizer. Unfortunately, I have succeeded compiling it only for MATLAB R©

(that is why SVM is not available in OCTAVE1). When installing the
SURROGATES toolbox, you can choose between

(a) copying a pre-compiled file (I have tested it with MATLAB R© 7.0 and
OCTAVE 3.2.4), or

(b) compiling the code for your machine (preferable, but may require you
to chose a compiler — this is the default option).

1.7 Uninstallation

Open a MATLAB R©/ OCTAVE terminal and go to the directory where the tool-
box is. For example:

C:/users/felipe/projects/SRGTSToolbox

Next, type:

>> cd setup

>> srgtsUninstall

At this moment, the setup routine will help you to uninstall the current
version of the SURROGATES toolbox.

1.8 Development and current version

The SURROGATES toolbox version 3.0 was developed using (meaning, it is
likely to run in):

• MATLAB R© Version 7.6.0 (R2008a).

• OCTAVE Version 3.2.4.

To check the installed version of the SURROGATES toolbox, open a MATLAB R©/
OCTAVE terminal and type:

>> srgtsVersion

1Help compiling it for OCTAVE would be very much appreciated. In case of success, please
send an email to Felipe A. C. Viana (felipeacviana@gmail.com)
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1.9 Help for functions

All in the SURROGATES toolbox start with the prefix “srgts.” To get help on
a specific function just type:

>> help functionname

1.10 Bug buster

If you happen to encounter a problem using the SURROGATES toolbox, feel
free to report it by sending an email to Felipe A. C. Viana (felipeacviana@gmail.com).

A list of bugs and previously found problems can be found at:

http://sites.google.com/site/felipeacviana/surrogatestoolbox

(under Bug buster).
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Chapter 2

List of functions

All functions in the SURROGATES toolbox start with the prefix “srgts.” To
get help on a specific function just type:

>> help functionname

2.1 Setup

Table 2.1: Setup functions.

Function Details

srgtsInstall Installs the SURROGATES toolbox in your ma-
chine.

srgtsUninstall Uninstalls the SURROGATES toolbox of your
machine.

2.2 Information about current version

Table 2.2: General information functions.

Function Details

srgtsRoot Returns a string that contains the directory where
the SURROGATES toolbox is installed.

srgtsVersion Displays information the current SURROGATES
toolbox version.

12



2.3 Experimental designs and sample manipula-
tion

Further reading about experimental designs can be found in [8–11].

Table 2.3: Experimental designs and sample manipulation functions.

Function Details

srgtsDOEFullFactorial Generates a mixed-level full-factorial design.
srgtsDOELHS Generates a Latin hypercube design.
srgtsDOEMinDistCriterion Calculates the minimum distance dmin criterion

for a given experimental design.
srgtsDOEOLHS Generates an optimized Latin hypercube design

(using the algorithms found in [12, 13]).
srgtsDOEPHIpCriterion Calculates the minimum distance φp criterion for

a given experimental design.
srgtsDOESubSample Selects points from a user-defined design according

to a specific optimality criterion.
srgtsDOETPLHS Generates a Latin hypercube design by using the

translational propagation algorithm [14].
srgtsScaleVariable Generates information the current SURRO-

GATES toolbox version.

MATLAB R© users will also find:

• srgtsDOECentralComposite: generates central composite design.

• srgtsDOELHSFilling: fills a user-defined design with a Latin hypercube
design.
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2.4 Surrogate techniques

2.4.1 Gaussian process

Further reading about Gaussian process can be found in [3, 15, 16].

Table 2.4: Gaussian process functions.

Function Details

srgtsGPEvaluate Predicts the response of a Gaussian process model.
srgtsGPFit Fits the specified Gaussian process model using

the GPML toolbox [3].
srgtsGPPredictionVariance Returns the estimated prediction variance of a

Gaussian process model.
srgtsGPPredictor Returns the predicted response and the estimated

prediction variance of a Gaussian process model.
srgtsGPSetOptions Creates the SURROGATES toolbox option struc-

ture for Gaussian process models.

2.4.2 Kriging

Further reading about kriging can be found in [17–19].

Table 2.5: Kriging functions.

Function Details

srgtsKRGEvaluate Predicts the response of a kriging model.
srgtsKRGFit Fits the specified kriging model using the DACE

toolbox [4].
srgtsKRGPredictionVariance Returns the estimated prediction variance of a

kriging model.
srgtsKRGPredictor Returns the predicted response and the estimated

prediction variance of a kriging model.
srgtsKRGSetOptions Creates the SURROGATES toolbox option struc-

ture for kriging models.
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2.4.3 Polynomial response surface

Further reading about response surface can be found in [20, 21].

Table 2.6: Polynomial response surface functions.

Function Details

srgtsPRSCreateGramianMatrix Generates the Gramian matrix of a given ex-
perimental design.

srgtsPRSEvaluate Predicts the response of a polynomial re-
sponse surface model.

srgtsPRSFit Fits the specified polynomial response surface
model.

srgtsPRSMonomials Returns the vector of monomial used in the
polynomial response surface model.

srgtsPRSNumberOfCoefficients Calculates the number of coefficients in a full
polynomial response surface model.

srgtsPRSPredictionVariance Returns the estimated prediction variance of
a polynomial response surface model.

srgtsPRSPredictor Returns the predicted response and the es-
timated prediction variance of a polynomial
response surface model.

srgtsPRSSetOptions Creates the SURROGATES toolbox option
structure for polynomial response surface
models.
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2.4.4 Radial basis functions

Further reading about radial basis functions can be found in [22, 23].

Table 2.7: Radial basis functions.

Function Details

srgtsRBFEvaluate Predicts the response of a radial basis function
model.

srgtsRBFFit Fits the specified radial basis function model using
the RBF toolbox [5].

srgtsRBFSetOptions Creates the SURROGATES toolbox option struc-
ture for radial basis function models.

2.4.5 Radial basis neural network

Further reading about radial basis neural network can be found in [22, 23].

Table 2.8: Radial basis neural network functions.

Function Details

srgtsRBNNEvaluate Predicts the response of a radial basis neural net-
wor model.

srgtsRBNNFit Fits the specified radial basis neural networ model
using the MATLAB R© neural network toolbox [1].

srgtsRBNNSetOptions Creates the SURROGATES toolbox option struc-
ture for radial basis neural networ models.

2.4.6 Linear Shepard

Further reading about the Shepard algorithm can be found in [24, 25].

Table 2.9: Linear Shepard functions.

Functiona Details

srgtsSHEPEvaluate Predicts the response of a linear Shepard model.
srgtsSHEPFit Fits the specified linear Shepard model.
srgtsSHEPSetOptions Creates the SURROGATES toolbox option struc-

ture for linear Shepard models.
a M versions of the subroutines LSHEP and LSHEPVAL from SHEPPACK [6].
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2.4.7 Support vector machine

Further reading about support vector machine can be found in [26, 27].

Table 2.10: Support vector machine functions.

Function Details

srgtsSVCEvaluate Predicts the response of a support vector classifi-
cation model.

srgtsSVCFit Fits the specified support vector classification
model using the SVM toolbox [2].

srgtsSVCSetOptions Creates the SURROGATES toolbox option struc-
ture for support vector classification models.

srgtsSVREvaluate Predicts the response of a support vector regres-
sion model.

srgtsSVRFit Fits the specified support vector regression model
using the SVM toolbox [2].

srgtsSVRSetOptions Creates the SURROGATES toolbox option struc-
ture for support vector regression models.

2.4.8 Weighted average surrogates

Further reading about weighted average surrogates can be found in [28–30].

Table 2.11: Weighted average surrogate functions.

Function Details

srgtsWASComputeCMatrix Computes the C matrix used in some weighted
average surrogate schemes.

srgtsWASEvaluate Predicts the response of a weighted average surro-
gate model.

srgtsWASFit Fits the specified weighted average surrogate
model.

srgtsWASPredictionVariance Returns the estimated prediction variance of a
weighted average surrogate model.

srgtsWASPredictor Fits the specified weighted average surrogate
model.

srgtsWASSetOptions Creates the SURROGATES toolbox option struc-
ture for weighted average surrogate models.
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2.5 Cross validation and error analysis

Further reading about cross validation and error analysis can be found in [29, 31–
33].

Table 2.12: Cross validation and error analysis functions.

Function Details

srgtsCrossValidation Computes cross-validation measures for the given
surrogate model.

srgtsErrorAnalysis Calculates some metrics associated with the qual-
ity of the fit and prediction capability of the sur-
rogate.

srgtsGetKfoldValues Calculates the possible k-fold values for a certain
number of points.

srgtsGetKfolds Generates cross-validation sets of data following
the “k-fold” strategy.

18



2.6 Surrogate-based optimization

Further reading about surrogate-based optimization can be found in [34–37].

Table 2.13: Surrogate-based global optimization functions.

Function Details

srgtsEGO Finds the minimum of a function of several vari-
ables using the efficient global optimization (EGO)
algorithm by Jones et al. [38].

srgtsEGOKRGBeliever Finds the minimum of a function of several vari-
ables using the kriging believer algorithm by Gins-
bourger et al. [39].

srgtsMPPIEGO Finds the minimum of a function of several vari-
ables using the efficient global optimization (EGO)
and the multiple point probability of improve-
ment, as detailed in Viana and Haftka [40].

srgtsMSEGO Finds the minimum of a function of several vari-
ables using the multiple surrogate efficient global
optimization (MSEGO) algorithm by Viana et al.
[41].

Table 2.14: Surrogate-based contour estimation functions.

Function Details

srgtsEGRA Improves surrogate accuracy near the limit state
using the efficient global reliability analysis
(EGRA) algorithm by Bichon et al. [42].

srgtsEGRAKRGBeliever Improves surrogate accuracy near the limit state
using the kriging believer algorithm [43].

srgtsMSEGRA Improves surrogate accuracy near the limit state
using multiple surrogates [43].
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Table 2.15: Infill criteria for sequential sampling functions.

Function Details

srgtsExpectedFeasibility Computes the expected feasibility at a
point.

srgtsExpectedImprovement Computes the expected improvement at a
point given the present best solution.

srgtsMultiPointProbOfImprovement Computes an approximated multiple point
probability of improvement (neglecting cor-
relation between the points).

srgtsProbOfImprovement Computes the probability of improvement
at a point given a target.
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2.7 Conservative surrogates

Further reading about conservative surrogates can be found in [44, 45].

Table 2.16: Conservative surrogates.

Function Details

srgtsDesignSafetyMargin Designs the safety margin for a conservative sur-
rogate given a target conservativeness.
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2.8 Global sensitivity analysis

Further reading about global sensitivity analysis can be found in [35, 46].

Table 2.17: Global sensitivity analysis.

Function Details

srgtsMCGlobalSensitivity Calculates individual effects and total effects ([46])
using Monte Carlo simulations.
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2.9 Heuristic optimization algorithms

Further reading about differential evolution can be found in [47, 48].

Table 2.18: Heuristic optimization functions.

Function Details

srgtsOPTMDE Minimizes a user-supplied function using the dif-
ferential evolution algorithm of Price et al. [48].
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